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GA-SVM based Facial Emotion Recognition
using Facial Geometric Features

Xiao Liu, Xiangyi Cheng, and Kiju Lee, Member, IEEE

Abstract— This paper presents a facial emotion recognition tech-
nique using two newly defined geometric features, landmark cur-
vature and vectorized landmark. These features are extracted from
facial landmarks associated with individual components of facial
muscle movements. The presented method combines support vec-
tor machine (SVM) based classification with a genetic algorithm
(GA) for a multi-attribute optimization problem of feature and pa-
rameter selection. Experimental evaluations were conducted on
the extended Cohn-Kanade dataset (CK+) and the Multimedia Un-
derstanding Group (MUG) dataset. For 8-class CK+, 7-class CK+,
and 7-class MUG, the validation accuracy was 93.57, 95.58, and
96.29%; and the test accuracy resulted in 95.85, 97.59, and 96.56%,
respectively. Overall precision, recall, and F1-score were about 0.97, 0.95, and 0.96. For further evaluation, the presented
technique was compared with a convolutional neural network (CNN), one of the widely adopted methods for facial emotion
recognition. The presented method showed slightly higher test accuracy than CNN for 8-class CK+ (95.85% (SVM) vs.
95.43% (CNN)) and 7-class CK+ (97.59 vs. 97.34), while the CNN slightly outperformed on the 7-class MUG dataset (96.56
vs. 99.62). Compared to CNN-based approaches, this method employs less complicated models and thus shows potential
for real-time machine vision applications in automated systems.

Index Terms— Facial Emotion Recognition, Support Vector Machine, Genetic Algorithm, Facial Geometric Features

I. INTRODUCTION

CAPABILITY of automatically detecting facial expres-
sions can play an important role in various forms of

automated technologies designed for direct interaction with
the users [1]. Previous studies have demonstrated its practical
utilities and potentials in assessing drivers’ behavior [2],
user engagement in computer games [3], and user preference
towards interactive technologies, such as online learning tools
[4].

This paper presents an efficient method for facial emotion
recognition (FER) via SVM-based classification combined
with the GA-based parameter optimization. Two geometric
features, landmark curvature (LC) and vectorized landmark
(VL), are extracted from the selected facial landmarks and
input to the SVM for classification. These landmarks are
considered to be closely linked to Action Units (AUs), which
refer to facial movements and shape transformations [5], [6].
Traditional Scale-Invariant Feature Transform (SIFT) and His-
togram of Oriented Gradient (HOG) can also extract similar
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information from a face image, but they are more computa-
tionally expensive than these geometric features because they
use the whole image as an input [7]. To achieve optimal
classification performance, the presented method involves a
multi-parameter optimization problem: 1) selection of facial
landmarks, 2) selection of the regularization parameter of
SVM, and 3) relative attributes of the two selected features
(VL & LC). A GA-based method is adopted for optimally
selecting these parameters.

Algorithm validation employed two publicly available
datasets, CK+ [8] and MUG [9]. For the same datasets, a
CNN-based FER was also performed for comparison with the
presented GA-SVM method. CK+ and MUG used in this study
contain well-controlled, full frontal faces. Although there exist
more natural datasets (i.e., AffectNet [10], Aff-Wild [11], and
Aff-Wild2 [12]), one’s facial emotions are highly complicated
social behavior which involves significant subjectivity and
individual differences in both expression and perception. When
a face is not fully visible or shows a subtle expression, its
interpretation may vary. In an attempt to focus on algorithm
validation and avoid such potential complications, these two
traditional datasets with distinct facial emotions are employed.

The presented method involves the following three concur-
rent processes for achieving optimal landmark selection and
SVM parameters, as illustrated in Fig. 1:
• Landmark detection and geometric feature extraction:

Sixty eight (68) facial landmarks are detected using
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Fig. 1: Overview of the presented FER method: SVM takes two geometric features (VL & LC) extracted from facial landmarks
as inputs for classification. To optimize the performance, a GA algorithm is applied to find an optimal subset of these facial
landmarks (~ψ) and SVM parameters (C, W1). During the GA iterations, interim parameter sets are fed to SVM, which returns
a validation score. After N iterations, final results (~ψ, C, W1) are used for the input features and parameters of the SVM.

Ensemble of Regression Trees [13] through a machine
learning toolkit-Dlib [14]. Landmarks associated with
AUs are categorized into facial segments (FSs); and two
geometrical features (LC & VL) are extracted from these
landmarks.

• GA-based parameter selection: This process updates
landmark selection (~ψ: landmark selection vector) and
two SVM parameters (C: regularization parameter; W1
weight for LC) in order to improve FER validation
accuracy. Note that W2 = 1 − W1, where W2 is the
weight for VL.

• SVM-based classification: SVM takes results (i.e., ~ψ,
C, & W1) from the GA and returns the classification
outcome.

All computational processes presented in this paper were
carried out in a Ubuntu 18.04 system, with Intel i7-8700
CPU (3.20 GHz) and 16G RAM. Table I defines symbols and
acronyms frequently used in this paper.

II. RELATED WORK

Vision-based FER typically involves the following proce-
dures [15]: 1) face detection, 2) feature extraction, and 3)
expression classification. The first step of FER begins with
detecting a face (or multiple faces) within an image. Widely
used methods for face detection include, but not limited to, the
Viola-Jones algorithm [16], the eigenface techniques [17], and
the GA-based methods [18]. The Viola-Jones face detector has
advantages of high accuracy and efficiency. Eigenface-based
methods reduce the feature dimension while retaining the key
features and thus leading to rapid computation. GA-based
face detection methods used for both feature selection and

TABLE I: Nomenclature

Symbols Definition
FER Facial emotion recognition
AU Action unit
FS Facial segment
LC Landmark curvature
VL Vectorized landmark
Li Landmark i with its coordinate, (xi, yi)
Lc Geometric center of all landmarks, (xc, yc)
FSi Facial segment i
a0 · · · aM Coefficients of fFSi(x)
M Order of the curve fitting
fFSi (x) Least squares regression function
κi Curvature at the landmark i
di Euclidean distance of Li measured from Lc

θi Angle of Li measured from the horizontal axis.
MLC Feature matrix for LC
MV L Feature matrix for VL
W1 Weight value of the LC feature in the SVM model

W2
Weight value of the VL feature in the SVM model, such
that W2 = 1 −W1

C Regularization parameter of SVM
~ψ Landmark selection vector
Γ Gene sequence in the genetic algorithm
pm Mutation rate in the genetic algorithm

parameter tuning also reduce searching costs while increasing
detection accuracy [19].

The second step is to extract facial features from the
detected faces. Handcrafted local image descriptors used for
this process include SIFT, Localized Binary Patterns (LBP),
LBP variants, geometric descriptors, and Local Directional
Patterns (LDP) [20]. There also exist global image descriptors,
such as HOG and Gray Level Co-occurrence matrix (GLCM)
[21].

The third step is to classify the facial features into emotion
classes. A convolutional neural network (CNN) extracts such
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features directly from the detected faces, and thus performs
the second and third steps in a combined manner [22]. Other
classifiers, such as SVM [23], Linear Discriminant Analysis
(LDA) [24], K-nearest neighbors (KNNs) [25], and Tree-
based Learning [26], require extraction of desired features
as their inputs. Complicated nonlinear classifiers, such as
CNN or SVM with radial basis function kernel (RBF-SVM),
likely achieve higher accuracy, but can sometimes result in
overfitting and large variance. Linear classifiers, such as linear
SVM or LDA, show relatively stable performance with low
computational costs compared to the nonlinear methods [27].

Performance on FER is, in fact, highly dependent on the
selected dataset as well as the adopted methods for the afore-
mentioned procedures. An algorithm often results in a higher
FER accuracy for a specific dataset than that for other datasets.
Traditional datasets, such as CK+, MUG, Japanese Female
Facial Expression (JAFFE) [28], and MMI Facial Expression
Dataset (MMI) [29], include full frontal face images from a
single angle view. Each of the images is also cropped, resized,
and labeled as one of the distinctive emotions. AffectNet
[10], Aff-Wild [11], and Aff-Wild2 [12] are relatively new
datasets with more natural face images with larger variations
in background, face angles, and sizes as well as races, ages,
and genders. Images in these datasets have valence and arousal
values, indicating how positive or negative the emotion is and
how strong the feeling is. In addition to these values, emotion
labels and AUs are also provided in AffectNet and Aff-Wild2.
AffectNet includes a small number of cartoon faces and non-
face objects.

III. GEOMETRIC FEATURES AND SVM CLASSIFIER

This section presents the procedural method for FER based
on a SVM-based classifier.

A. Facial Landmark Detection

As the first step, facial landmarks are automatically detected
using the Dlib tool kit. This tool kit enables automated face
detection using a single rigid HOG filter trained by Max-
Margin Object Detection [14] followed by landmark detection
using Ensemble of Regression Trees. The landmark positions
are estimated by the cascade regressor derived from a sparse
subset of pixel values. This technique produces 68 well-trained
landmarks from Labeled Face Parts in the Wild (LFPW)
dataset in milliseconds [30]. The detected landmarks include
corners of a mouth, eyebrows, eyes, and nose. Fig. 2 shows
two example face images with 68 detected landmarks (yellow
dots) and the landmarks classified into AU groups shown in
different colors.

B. Action Units and Facial Segments

The Facial Action Coding System (FACS) is a system devel-
oped for encoding facial movements by distinctive momentary
changes [31], [32]. FACS describes facial expressions based on
AUs. According to the FACS, 30 AUs (i.e., 12 for upper face
& 18 for lower face) are considered anatomically related to
the contractions of facial muscles generating facial expressions

Fig. 2: Detected landmarks (yellow) and AU groups (multicol-
ors); (a) a sample image from CK+ and (b) one from MUG.

[5], [6]. 12 out of 30 AUs can be described with the 68
landmarks which can be automatically detected by using Dlib
tool. Instead of attempting to increase the number of detectable
AUs – which would inherently increase the processing time,
our method focuses on achieving optimal FER performance
using these landmarks or even less. As shown in Table. II,
these 12 AUs are re-categorized into 16 FSs for more detailed
and geometrically well defined facial descriptions.

TABLE II: AUs, facial segments (FSs) with description, and
associated landmark numbers for each segment.

AU FS Description Index of
Landmarks

AU1
FS1 Left inner brow raiser 20-22
FS2 Right inner brow raiser 23-25

AU2
FS3 Left outer brow raiser 18-20
FS4 Right outer brow raiser 25-27

AU5
FS5 Left upper lid raiser 37-40
FS6 Right upper lid raiser 43-46

AU7
FS7 Left lid tightener 37, 40-42
FS8 Right lid tightener 43, 46-48

AU9 FS9 Nose wrinkler 32-36
AU10 FS10 Upper lid raiser 49-55

AU12;AU15
FS11 Left lip corner 49, 61, 68
FS12 Right lip corner 55, 65, 66

AU20;AU23 FS13 Lip stretched/tightener 49, 55-60

AU13
FS14 Left cheek puffer 1-6
FS15 Right cheek puffer 12-17

AU17 FS16 Chin raiser 7-11

C. Geometric Feature Extraction
SVM takes one or more types of vectorized data as inputs

and classifies the data into distinctive classes. For FER, two
types of geometric features, LC and VL, are extracted from
the facial landmarks. First of all, the pixel location of each
landmark is described with respect to the reference frame with
its origin located at the upper left corner of the image. It is
denoted as Li = (xi, yi), for i = 1, · · · , N , where N = 68
in our case. As shown in Table II, each FS is comprised of a
unique subset of landmarks, e.g., FS1 = {L20, L21, L22} and
FS2 = {L23, L24, L25}.

For a set of landmarks corresponding to a specific FSn, least
squares regression is applied for curve fitting:

fFSn
(x) =

M∑
k=0

akx
k (1)

where linear interpolation is adopted to avoid poor fitting
condition. M determines the geometric shape of the curve
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Fig. 3: Feature extraction from given landmarks associated
with FS1 and FS2: LC feature (κ21) at L21, and VL feature
(d23, θ23) at L23.

and thus is expected to affect the training results (See Section
IV-B). After curve fitting, the local curvature at each landmark
is calculated by

κi =
| f ′′FSn

(xi) |{
1 +

(
f ′FSn

(xi)
)2} 3

2

(2)

where xi is the x coordinate of Li that is associated with FSn,
f ′FSn

(x) and f ′′FSn
(x) are the first and second derivatives with

respect to x, respectively. Fig. 3 shows a purple dashed curve
on FS1. The dashed white circle shown below visualizes how
κ21 is calculated for L21 ∈ FS1.

The VL features are simply defined by the polar coordinates
of the landmarks described with respect to the geometric center
of all landmarks. For N landmarks, the geometric center is
defined as Lc = (xc, yc), where xc = 1

N

∑N
j=1 xj and yc =

1
N

∑N
j=1 yj . The pair of the Euclidean distance (dj) and angle

measured from the horizontal axis (θj) for Lj are calculated
as

dj =
√

(xj − xc)2 + (yj − yc)2; θj = tan−1
yj − yc
xj − xc

.

Fig. 3 shows L23 ∈ FS2 and its VL features, d23 and θ23.

D. SVM for Classification
SVM is a powerful tool for both binary and multi-class

classification and regression [33]. Although multivariate out-
liers mining can be used for filtering inconsistent observations
from datasets [34], [35], SVM itself is robust against outliers
in handling well-crafted datasets, such as CK+ and MUG, and
therefore, it is suitable for our FER application. SVM estimates
optimal separating hyper-planes among different classes while
maximizing the margins between the hyper-planes and closest
points of the classes. This SVM optimization problem is
typically formulated with a loss function, ξ(~ω; ~αi, βi), as:

min
~ω

=
1

2
~ωT ~ω + C

n∑
i=1

ξ(~ω; ~αi, βi) (3)

where ~αi and βi represent a training pair containing one
group of the training features and its label. L2-loss function,
ξ(~ω; ~αi, βi) = max(1 − βi(~ωT ~φ(~αi) + ε), 0)2, is chosen for
multi-classification problems [36]. ~ω and ε determine a linear
hyper-plane and ~φ maps the training feature (~αi) into a higher
dimensional space. C(> 0) is an essential regularization

parameter, which controls the trade-off between reducing the
error and minimizing the norm of the weights. To determine
the attributes of VL and LC features in training, weight factors,
W1 and W2, are introduced prior to constructing the training
pairs with the regularity term, C. The process of tuning these
SVM parameters is described in Section IV.

IV. GA-SVM BASED PARAMETER OPTIMIZATION

This section describes GA-based landmark selection and
SVM parameter tuning. Except for M in (1) – which simply
follows a greedy approach to acquire the optimum, the rest
of the parameters, including C, W1 (and W2), and ~ψ, are
systematically selected via GA-SVM optimization.

A. Dataset Preparation

CK+ and MUG datasets were used for training and testing
the presented FER method. Both datasets are randomly shuf-
fled and divided into 90% and 10%, in which 10% is used for
testing. Among the other 90% of the dataset, 10% was used
for validation and the rest for training.

CK+ consists of 593 image sequences taken from 123 sub-
jects. Each sequence starts with onset (neutral) and ends with a
peak expression, showing the change of one’s facial expression
from neutral to a certain emotion. From 327 selected labeled
sequences, six frames from each sequence were extracted.
These six frames include the start frame (neutral) and the last
five frames (the labeled emotion). Based on this approach,
1,872 frames, including eight classes of emotion, anger (225),
disgust (295), contempt (90), fear (125), happiness (345),
neutral (327), sadness (140), and surprise (415) separately,
were extracted.

MUG contains 1,462 color image sequences from 86 sub-
jects with different facial expressions. Frames representing the
peak expression were extracted and organized. The processed
dataset contains 2,658 images in total, including seven classes
of emotion, including anger (318), disgust (366), fear (207),
happiness (520), neutral (521), sadness (339), and surprise
(380). This is a commonly adopted method for data prepa-
ration [37], [38].

Since the two datasets have different numbers of emotion
classes, i.e. CK+ (8-class) and MUG (7-class), direct compar-
ison between the two may not be desirable. Considering that
they both contain seven common emotion classes (except for
the contempt group included in CK+), evaluation focused on
7-class FER for both datasets. The results on 8-class FER
for the entire CK+ dataset is also presented in this paper
for comprehensive evaluation. Fig. 4a shows seven images
arbitrarily selected from CK+ (top); the detected faces boxed
around with 68 landmarks shown in yellow dots for each
(middle); and the cropped and resized face images for better
visualization of the detected landmarks (bottom). Fig. 4b
shows the same for selected images from MUG.

B. Feature Type & Interpolating Order Determination

Prior to parameter optimization, if using both VL and LC
results in better FER performance needs to be evaluated. Since
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Fig. 4: (a) CK+ examples of seven emotions (i.e., anger,
disgust, fear, happy, neutral, sadness, and surprise) (top); land-
marks detected (middle); and cropped and re-sized (bottom);
(b) MUG examples organized in the same way as (a).

LC features are dependent on M as shown in (1), different
values of M are also tested. At this stage, the SVM-related
parameters were set to C = 1 and W1 = W2 = 0.5 as default.
For both datasets, using both VL and LC with M = 3 resulted
in the highest accuracy (Table III). When only one of the
features was used, the validation accuracy was significantly
lower than the case both were used. Using both VL and LC
increased the computational time compared to the case using
only one of them. It is also found that a value of M > 3
lowered the accuracy due to overfitting. The computational
time for MUG was relatively high due to its large dataset size
compared to CK+, while the same trend in the results was
observed.

TABLE III: VL, LC features, and polynomial interpolation
order (M ) determination

VL LC M CK+ Dataset MUG Dataset
time (sec) Accuracy time (sec) Accuracy

3 7 7 402.33 76.24% 1387.54 82.20%
7 3 2 214.17 72.27% 719.11 78.60%
7 3 3 213.38 76.57% 719.36 84.09%
7 3 4 215.49 74.82% 708.44 77.84%
3 3 2 415.48 84.62% 1421.70 88.02%
3 3 3 416.36 88.01% 1399.96 88.83%
3 3 4 416.74 85.98% 1406.76 87.48%

C. GA-based Parameter Selection
GA-based parameter optimization is applied for selecting

landmarks and SVM parameters. This process determines an
optimal subset of the 68 detected landmarks and thus results
in using a smaller number of landmarks for SVM. The SVM
parameters (W1, W2, and C) are also subject to simultane-
ous optimization. Therefore, this process is a multi-attribute

problem involving non-binary SVM-related parameters and
a binary facial landmark selection vector (~ψ). A GA-based
method is applied to handle this parameter selection problem.

LC and VL features are concatenated into two matrix
forms, MLC and MV L, which are both non-standardized.
Knowing that using both LC and VL prominently improves
FER performance, the optimization model can be described
as

argmax
W1,W2,C

= score(C, MV L ·W1 ⊕MLC ·W2) (4)

where ‘score()’ returns the validation accuracy from the SVM
classifier. ‘⊕’ represents concatenation of two vectors. The
search space of C is 10λ, where λ ∈ R. Since W1 +W2 = 1,
only one of them (i.e., W1, weight for LC) is handled as a
variable and its search space is set to (0, 1). Another pivotal
parameter subject to optimization is ~ψ. It determines which
subset of landmarks with associated geometric features will
be used for training. Since this process eliminates some of the
unnecessary landmarks, computational efficiency can also be
improved while achieving higher FER accuracy. ~ψ is a binary
bit array, while C and W1 are non-binary.

The GA-SVM optimization process is described as follows.
Consider n initial landmark selection vectors, each denoted
as ~ψi, for i = 1, · · · , n, where all of these vectors are in the
solution domain, i.e., binary bit arrays with the size of 68. The
gene sequence in GA, denoted as Γ, is a concatenation of the
non-binary and binary arrays, such that

Γki = (Cki ⊕W1
k
i )⊕ ~ψki (5)

representing the ith gene sequence in the kth generation. The
GA follows three steps: initialization, selection, and popula-
tion, where iterations occur on the selection and population
phases. In the selection phase, n gene sequences are evaluated
by a fitness function with the fitness score calculated by f(Γ)
in return, which is adopted from (4). At the kth generation,
the fitness score of Γki is represented as:

f(Γki ) = score(Cki , 〈~ψki , MV L〉 ·W1
k
i ⊕ 〈~ψki , MLC〉 ·W2

k
i )
(6)

where W2
k
i = 1 − W1

k
i . The selection process follows the

roulette wheel selection rule. After sorting the fitness scores
in a non-descending order, probability of choosing individual
Γki for the next generation is calculated as

p(Γki ) =
f(Γki )∑n

m=1 f(Γkm)
(7)

In this case, Γ with a higher fitness score is chosen at a higher
probability.

In the population phase, two selected gene sequences go
through crossover and mutation. Since Γ has both non-binary
and binary bits, single-point crossover for both sides was
adopted. Two parent chromosomes transfer their binary bit
array (~ψk) to the offspring (~ψk+1), and each parent chromo-
some offers one of the two non-binary bits (C or W1) to the
offspring chromosome. The mutation rate of pm = 4% was
used in the population phase in order to prevent from GA
selection converging at a local optimum. The population step
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Fig. 5: Feature weight and penalty parameter distribution in GA. (a) CK+ with 8-class; (b) CK+ with 7-class (c) MUG with
7-class.

Fig. 6: Results of three experiments conducted on the CK+ and MUG datasets. (a) validation accuracy (with deviation) vs.
number of generation; (b) number of landmarks (with deviation) vs. number of generation.

at the kth generation can be represented as:
~ψk+1
i = (~ψk(1) ><

~ψk(2)) ∪ ( pm ~ ~ψk)

Ck+1
i ⊕W1

k+1
i = (Ck(1) ⊕W1

k
(1)) >< (Ck(2) ⊕W1

k
(2))

Ck+1
i = Ck+1

i + ( pm ~ Ck+1
i )

W1
k+1
i = W1

k+1
i + ( pm ~W1

k+1
i )

(8)

where ‘><’ denotes the mid-point single crossover and ‘~’
represents that mutation is applied with pm. For non-binary
mutation, an offset is added to the non-binary bits of Γ after
crossover. Therefore, the GA results in n×N gene sequences
after N generations. In our experiment, N = 300 and n = 10
were selected and search spaces were [10−2, 10−1, 100, 101,

102, 102.5, 103, 103.5, 104] for C, and (0, 1) with step size
0.05 for W1. A pseudo code of the adopted GA algorithm is
shown in Algorithm 1.

D. Results from Parameter Tuning

The distributions of C and W1 values over 300 generations
are shown in Fig. 5. Fig. 5a-b show the parameters selected for
CK+ and Fig. 5c shows the results for MUG. The parameters
associated with higher validation accuracy (yellow) tended to
congregate in certain regions while clear differences in their
locations between the two datasets are observed.

The results of the presented GA-SVM method for parameter
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Algorithm 1: GA-SVM Optimization

Result: Selection of W1, C and ~ψ;
random initialization in search space;
get genes Γ = (C ⊕W1)⊕ ~ψ ;
while error or iteration condition do

compute and sort fitness scores of Γ;
perform population based on p(Γ);
update genes Γ;
if mutation rate > pm then

conduct mutation to Γ;
end

end

optimization are also presented in terms of the average vali-
dation accuracy and the number of selected landmarks over
300 generations. Fig. 6a shows that the average validation
accuracy in the first 50 generations was highly unstable. The
validation accuracy ranged between 70% and 94% on 7-class
MUG (pink); 78% and 94% on 8-class CK+ (green); and 82%
and 96% on 7-class CK+ (yellow). The average validation
accuracy showed an increasing and converging trend as the
iterations proceed. After 300 generations, the average accuracy
was around 94% for 7-class MUG, 92% for 8-class CK+, and
93% for 8-class CK+. Since our GA-SVM targets on solving a
multi-attribute problem, some fluctuations from generation to
generation in the results are expected. Once the SVM-related
parameters are set, GA searches through the solution domain
of the landmark selection vectors. However, if SVM-related
parameters change due to mutation between generations, it
can cause a relatively large change in the result.

The number of selected landmarks over 300 generations
showed a similar converging behavior. The general tendency
of the number of landmarks was decreasing over generations,
but the variation in the results remained relatively large in
all three cases (Fig. 6b). This can be caused by mutations
and/or different landmark selection (~ψ) resulting in the same
validation accuracy. For the latter case, all ~ψ resulting in the
same validation accuracy may be compared and the one with
the least number of landmarks may be selected.

V. EVALUATION

This section presents the test accuracy of the optimized GA-
SVM method in comparison with CNN, which is one of the
widely used methods for FER. Evaluation was performed for
the following three cases: 8-class CK+, 7-class CK+, and 7-
class MUG.

A. GA-SVM Algorithm Evaluation
An optimal set of parameters was extracted by the best

gene sequence (Γ) which resulted in the highest average
validation accuracy after 300 iterations. A specific convergence
criteria was not employed in this study, because the validation
accuracy was used as the fitness score defined in (6). Table
IV shows the selected W1 and C values for each experimental
case (8-class CK+, 7-class CK+, and 7-class MUG). The

corresponding validation accuracy and test accuracy values
are presented in Table IV. The test accuracy values were
slightly higher than the validation accuracy in all three cases,
indicating that the SVM models are not overfitting by GA-
SVM optimization. In addition, the number of landmarks was
reduced to 41, 37, and 31, respectively, from the total of 68.
Fig. 7 shows the selected landmarks (red) for each case after
parameter tuning.

TABLE IV: SVM parameters and their corresponding valida-
tion and test accuracy results.

Dataset W1 C Validation Acc. Test Acc.
CK+ (8) 0.85 102.5 93.57% 95.85%
CK+ (7) 0.75 102 95.58% 97.59%
MUG (7) 0.85 103 96.29% 96.56%

TABLE V: Statistical results of the GA-SVM based FER:
precision, recall, and F1-score for each emotion class.

Dataset Emotion Precision Recall F1-score

CK+
(8-class)

Anger 1.00 0.95 0.98
Disgust 1.00 0.93 0.96

Fear 1.00 0.92 0.96
Happy 1.00 1.00 1.00

Sad 0.93 1.00 0.97
Surprise 0.97 0.95 0.96
Neutral 0.84 0.97 0.90

Contempt 1.00 0.89 0.94

CK+
(7-class)

Anger 1.00 0.96 0.97
Disgust 1.00 0.97 0.98

Fear 1.00 1.00 1.00
Happy 1.00 1.00 1.00

Sad 1.00 0.86 0.92
Surprise 0.97 1.00 0.98
Neutral 0.90 0.88 0.89

MUG
(7-class)

Anger 0.97 0.97 0.97
Disgust 0.97 0.97 0.97

Fear 0.90 0.90 0.90
Happy 1.00 0.98 0.99

Sad 0.97 0.94 0.95
Surprise 0.92 0.95 0.94
Neutral 0.98 1.00 0.99

In addition to the validation and test accuracy results, overall
classification performance for these three experimental cases
were further evaluated in terms of precision, recall, and F1-
score to examine if the SVM results in a balanced recurrence
for each emotion class [39]. Table V shows the statistical
results for these three dataset cases. The average precision
of all cases was above 0.97, implying that the percentage of
true positives is high and the classification result is balanced.

Fig. 7: Landmarks selected via the GA-based parameter opti-
mization process: (a) CK+ with 8-class; (b) CK+ with 7-class;
(c) MUG with 7-class.
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Fig. 8: Proposed CNN architecture for FER: 4 convolutional
layers followed by 1 fully connected layer.

The recall value was about 0.95 overall, indicating that the
number of false negative classification is low and thus the
model is sensitive. The F1-score conveys the balance between
the precision and recall values. The average of the F1-score
was about 0.96, implying that the classifier is competitive in
terms of precision and recall.

B. Comparison with CNN
To compare our results with another commonly used tech-

nique, a classic feed-forward CNN was considered. Following
the same data preparation procedure adopted for our method,
10% data from each set were randomly selected as the testing
set. 90% and 10% of the rest data were selected as the training
set and validation set. The architecture of CNN consists of
four convolutional layers, one fully connected layer, and one
softmax output layer (Fig. 8). The input images are in 80×80
pixels and normalized. The first convolutional layer convolves
images with 16 kernels in 3 × 3 (3-pixel width and 3-pixel
height) patch. Its weight tensor has the volume size of 3×3×1
and 16 output channels to the subsequent convolutional layer.
The output features of the first convolution layer then follow a
process of convolving training patterns with weight tensors and
adding bias. Then, max pooling in size of 2× 2 is performed.
The image size is reduced to 40 × 40 before being fed into
the next hidden layer. The second convolution layer has 32
kernels for each 3× 3 patch. Therefore, the weight tensor has
the volume size of 3× 3× 32 with 32 output channels. After
following the same convolution and max pooling processes,
the image size is further reduced to 20×20. The convolutional
layer III and IV has 64 and 128 kernels, respectively, for each
3× 3 patch.

After four layers of convolution, one fully-connected (local
V in Fig. 8) and one softmax output layer (local VI in
Fig. 8) are followed. Local V layer contains 50 neurons and
local VI layer has 7 or 8 neurons – which is the number
of emotion classes. The input of local V is multiplied by a
weight tensor, added by a bias, and then applied to a sigmoid
function. To avoid overfitting, a dropout is implemented prior
to local VI. Cross entropy is used as a loss function and
Adam is chosen as an optimizer. Fifty epochs are performed
as the result converged within this range. Table VI shows the
statistical results using this CNN model. Comparisons between

the presented GA-SVM and this CNN method in terms of test
accuracy on 8-class CK+, 7-class CK+, and 7-class MUG are
shown in Fig. 9. GA-SVM achieved 95.85%, 97.59%, and
96.56% in test accuracy on 8-class CK+, 7-class CK+, and 7-
class MUG, respectively. The CNN-based method resulted in
95.43%, 97.34%, and 99.62% on 8-class CK+, 7-class CK+,
and 7-class MUG. The presented GA-SVM method resulted
in slightly higher test accuracy values for CK+ while CNN
outperformed for MUG. Some existing works also report a
similar trend in the results [40], [41].

TABLE VI: Statistical report with CNN on precision, recall
and F1-score with emotion classes

Dataset Emotion Precision Recall F1-score

CK+
(8-class)

Anger 0.84 1.00 0.91
Disgust 0.94 0.97 0.96

Fear 0.95 1.00 0.97
Happy 1.00 1.00 1.00

Sad 1.00 1.00 1.00
Surprise 0.98 0.98 0.98
Neutral 0.96 0.76 0.85

Contempt 0.90 1.00 0.91

CK+
(7-class)

Anger 0.96 1.00 0.98
Disgust 0.96 0.96 0.96

Fear 1.00 1.00 1.00
Happy 1.00 1.00 1.00

Sad 1.00 0.94 0.97
Surprise 1.00 0.97 0.99
Neutral 0.90 0.93 0.91

MUG
(7-class)

Anger 1.00 1.00 1.00
Disgust 1.00 1.00 1.00

Fear 1.00 0.96 0.98
Happy 1.00 1.00 1.00

Sad 1.00 1.00 1.00
Surprise 0.97 1.00 0.98
Neutral 1.00 1.00 1.00

Fig. 9: Test Accuracy Comparison between GA-SVM and
CNN on 8-class CK+, 7-class CK+ and 7-class MUG.

C. Comparison with Other Existing Methods
Table VII lists relatively recent work in the field of vision-

based FER using traditional datasets, such as CK+, MUG,
JAFFE, and MMI, and reports FER performance results in
comparison with the presented approach. Existing literature
reporting only the cross validation accuracy is not included
in this table because the results – regardless if it is K-fold
or leave-N-out approach – are likely biased. As shown in
Table VII, the Viola-Jones algorithm is commonly used for
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face detection [16], [42]–[44]. Some papers do not report the
information about the specific face detection algorithm; and
there also exist FER algorithms which do not require this
process exclusively [40], [41], [45]–[53]. Applications using
SVM, LDA, and some network methods require extracted
input data fed into the classifiers [41]–[44], [47], [48], [50],
[53], while other methods take the images in the datasets
directly as the input [16], [40], [46], [49], [51], [52]. The
training accuracy for 6-class CK+ varied between 85.42%
and 99.33%; 7-class CK+ varied between 95.6% and 96.46%;
8-class CK+ around 95.51%; 6-class MUG varied between
87.65% and 99.3%; 7-class MUG around 99.3%; 6-class
JAFFE varied between 84% and 98.8%; 7-class JAFFE around
98.43%; and 6-class MMI varied between 81.5% and 97.55%.
One literature also reported 76% accuracy on the combined
dataset of MUG, CK+, and JAFFE. The presented method
resulted in 95.85% on 8-class CK+ and 97.59% on 7-class
CK+, which are higher than these previously reported results.
On the other hand, CNN showed a slightly better performance
than our method on 7-class MUG, consistent with the result
shown in this paper (Section V-B).

Unlike using the traditional datasets, FER using wild
datasets involves significant inconsistency and uncertainties.
Therefore, deep neural network (DNN) is more broadly
adopted for FER with wild datasets because it shows better
performance in terms of feature extraction and classification,
compared to other traditional machine learning methods, such
as SVM and LDA [54]. Also, the features extracted from
deep convolutional neural network (DCNN) fed into other
traditional machine learning techniques (i.e., SVM, LDA, or
KNN) can further improve the FER performance compared to
pure CNN in the wild [55]. Most of these algorithms, however,
used DNN and its extension for both feature extraction and
classification. DCNN with pre-processed images (i.e., face
corp, gray scale, and contrast normalization) showed the
test accuracy of 76.79% and 77.08% on AffectNet and the
Karolinska Directed Emotional Faces (KDEF) dataset [56],
respectively [57]. DenseCANet and DenseSANet adopted an
attention mechanism based module with DenseNet, which
is one of the DCNN architectures [58]. The accuracy of
both DenseCANet and DenseSANet was over 60% for the
AffectNet dataset.

VI. CONCLUSION

Two newly defined geometric features extracted from facial
landmark are used for SVM-based FER. The presented method
adopted a GA-based parameter optimization technique for
landmark selection and SVM parameter optimization. The
presented GA-SVM method for FER achieved over 95%
recognition rate (test accuracy) for the both CK+ and MUG
datasets. Unlike many recent approaches, this method does
not require superfluous procedural steps nor computationally
expensive models. The parameters are tuned autonomously
by using a GA to achieve optimal FER performance. More-
over, the method showed consistent and balanced performance
over varied machine learning model measurements (Table V),
indicating that the proposed model is stable, balanced, and
sensitive to actual positive recurrence statistically.

The presented GA-SVM technique can be used for broad
machine-vision applications, especially for automated systems.
For instance, our preliminary work on real-time FER achieved
the processing speed of 6.67 fps using a frontal camera
with a 640 × 480 resolution. This reveals that the presented
algorithm is well suitable for interactive applications. Further
improvements can be made by adopting different techniques
for landmark detection since accurate detection of facial land-
mark is a critical precondition to successful FER. Moreover,
implementing proposed algorithm in 3D faces, considering
both frontal and side views of human faces will further
broaden the potential utilities of this FER technique.
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